
Appendix C: Air Quality Modeling


Introduction 

This appendix describes in greater detail the vari
ous methodologies used to translate differences in 
control and no-control scenario emission estimates 
into changes in air quality conditions. Summary char
acterizations of the results of the air quality modeling 
efforts for 1990 are provided here and in the main 
text. Further details and discussion of key analytical 
and modeling issues can be found in a number of sup-
porting documents. These documents, which provide 
the analytical basis for the results presented herein, 
are: 

♦	 ICF Kaiser/Systems Applications Interna
tional, “Retrospective Analysis of Ozone Air 
Quality in the United States”, Final Report, 
May 1995. (Hereafter referred to as “SAI 
Ozone Report (1995).”) 

♦	 ICF Kaiser/Systems Applications Interna
tional, “Retrospective Analysis of Particulate 
Matter Air Quality in the United States”, Draft 
Report, September 1992. (Hereafter referred 
to as “SAI PM Report (1992).”) 

♦	 ICF Kaiser/Systems Applications Interna
tional, “Retrospective Analysis of Particulate 
Matter Air Quality in the United States”, Fi
nal Report, April 1995. (Hereafter referred to 
as “SAI PM Report (1995).”) 

♦	 ICF Kaiser/Systems Applications Interna
tional, “PM Interpolation Methodology for 
the section 812 retrospective analysis”, 
Memorandum from J. Langstaff to J. 
DeMocker, March 1996. (Hereafter referred 
to as “SAI PM Interpolation Memo (1996).”) 

♦ ICF Kaiser/Systems Applications Interna-


2, NOx


and CO Air Quality in the United States”,

tional, “Retrospective Analysis of SO

Final Report, November 1994. (Hereafter re

(1994).”) 
ferred to as “SAI SO

2
, NO

x
 and CO Report 

♦	 ICF Kaiser/Systems Applications Interna
tional, “Retrospective Analysis of the Impact 
of the Clean Air Act on Urban Visibility in 
the Southwestern United States”, Final Re-
port, October 1994. (Hereafter referred to as 
“SAI SW Visibility Report (1994).”) 

♦	 Dennis, Robin L., US EPA, ORD/NERL, 
“Estimation of Regional Air Quality and 
Deposition Changes Under Alternative 812 
Emissions Scenarios Predicted by the Re
gional Acid Deposition Model, RADM”, Draft 
Report, October 1995. (Hereafter referred to 
as “RADM Report (1995).”) 

The remainder of this appendix describes, for each 
pollutant or air quality effect of concern, (a) the basis 
for development of the control scenario air quality 
profiles; (b) the air quality modeling approach used 
to estimate differences in air quality outcomes for the 
control and no-control scenario and the application of 
those results to the derivation of the no-control sce
nario air quality profiles; (c) the key assumptions, 
caveats, analytical issues, and limitations associated 
with the modeling approach used; and (d) a summary 
characterization of the differences in estimated air 
quality outcomes for the control and no-control sce
narios. 

Carbon Monoxide 

Control scenario carbon monoxide 
profiles 

As described in the preceding general methodol
ogy section, the starting point for development of con
trol scenario air quality profiles was EPA’s AIRS da-
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vide a manageable char-

Table C-1.  Summary of CO Monitoring Data. 

Data Source: SAI SO2, NOx and CO Report (1994). 

Year 
Number of 
M onito rs 

Number of 
Co unti es 

Percent 
Population 
Co vered 

Number of 
S amples 

Mean 
Number of 

S amples per 
M onito r 

1970 82 54 n/a 408,52 4 4, 982 

1975 503 246 n/a 2,667,525 5, 303 

1980 522 250 50 % 3,051,599 5, 846 

1985 472 232 n/a 3,533,286 7, 486 

1990 506 244 55 % 3,788,053 7, 486 

acterization of air qual
ity conditions. Initially, 
two-parameter lognor
mal distributions were 
fitted to the profiles 
based on substantial evi
dence that such distribu
tions are appropriate for 
modeling air quality 
data. However, given 
the relative importance 
of accurately modeling 
higher percentile obser
vations (i.e., 90th per
centile and higher), a 
three-parameter model
ing approach was used 

tabase. Hourly CO air quality monitoring data were to isolate the effect of 

compiled for all monitors in the 48 contiguous states observations equal, or very close, to zero. In this ap

for the study target years of 1970, 1975, 1980, 1985, proach one parameter defines the proportion of data 

and 1990. Although the CO monitoring network was below a cutoff close to zero and the remaining two 

sparse in 1970, by 1990 506 monitors in 244 counties parameters describe the distribution of data above the 

provided monitoring coverage for 55 percent of the cutoff value. Several other studies have already dem

population in the conterminous U.S. Table C-1 sum- onstrated good fit to air quality modeling data with a 

marizes the CO monitoring data derived from AIRS. three-parameter gamma distribution, and both lognor-

Additional data regarding the EPA Region location, mal and gamma distributions using a three-parameter 

land use category, location-setting category, and ob- approach were developed for the present study. As 

jective category of the monitors providing these data documented in the SAI SO
2
, NO

x
, and CO Report 

are described in the SAI SO2, NOx, and CO Report (1994), a cutoff of 0.05 ppm was applied and both the 

(1994). three-parameter lognormal and three-parameter 
gamma distributions provided a good fit to the em-

The next step in constructing the control scenario pirical data. For CO, the gamma distribution provided 

air quality profiles was to calculate moving averages, the best fit.


for a variety of time periods, of the hourly CO data

for each monitor. For CO, moving averages of 1, 3, 5, The control scenario air quality profiles are avail-


7, 8, 12, and 24 hours were calculated. Daily maxi- able on diskette. The filename for the CO Control


mum concentrations observed at each monitor for each Scenario profile database is COCAA.DAT, and adopts


of these averaging periods were then calculated. Fi- the format presented in Table C-2.


nally, profiles were developed to reflect the average

and maximum concentrations for each of the seven No-control scenario carbon monoxide

averaging periods. However, profiles were only de- profiles

veloped for a given monitor when at least 10 percent

of its theoretically available samples were actually To derive comparably configured profiles repre

available. The purpose of applying this cutoff was to senting CO air quality in the no-control scenario, con-
avoid inclusion of monitors for which available sample trol scenario profile means and variances were ad-
sizes were too small to provide a reliable indication justed in proportion to the difference in emissions es
of historical air quality. timated under the two scenarios. Specifically, for all 

control scenario air quality observations predicted by 
As discussed in the air quality modeling chapter the three-parameter distributions falling above the 

of the main text, development of representative dis- “near-zero” cutoff level, comparable no-control esti
tributions for these profiles was then necessary to pro- mates were derived by the following equation: 
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Colu mn s Format Des cr i ption 

1 - 2 Integer Year (70, 75, 80, 85, 90) 

4 - 6 Integer Averaging time (1, 3, 5, 7, 8, 12, 24 hours) 

8 - 9 Integer St ate FIPS code 

11 - 13 Integer County FIPS code 

15 - 19 Integer Monitor number (digits 6-10 of monitor id) 

21 - 30 Real Latitude 

32 - 41 Real Longitude 

43 - 44 Integer Latitude/longitude flag a 

46 - 55 Real (F10.3) Hourly intermittency parameter p b 

56 - 65 Real (F10.3) Hourly lognormal parameter µ b 

66 - 75 Real (F10.3) Hourly lognormal parameter � 
b 

76 - 85 Real (F10.3) Hourly gamma parameter �b 

86 - 95 Real (F10.3) Hourly gamma parameter �b 

96 - 105 Real (F10.3) Dai ly max intermittency parameter p b 

106 -115 Real (F10.3) Dai ly max lognormal parameter µ b 

116 -125 Real (F10.3) Dai ly max lognormal parameter � 
b 

126 -135 Real (F10.3) Dai ly max gamma parameter �b 

136 -145 Real (F10.3) Dai ly max gamma parameter �b 

Appendix C: Air Quality Modeling 

Table C-2.  Format of Air Quality Profile Databases. 

Colu mn s Format Des cr i ption 

1 - 2 Integer Year (70, 75, 80, 85, 90) 

4 - 6 Integer Averaging time (1, 3, 5, 7, 8, 12, 24 hours) 

8 - 9 Integer St ate FIPS code 

11 -13 Integer County FIPS code 

15 -19 Integer Monitor number (digits 6-10 of monitor id) 

21 -30 Real Latitude 

32 -41 Real Longitude 

43 -44 Integer Latitude/longitude flag a 

46 -55 Real (F10.3) Hourly intermittency parameter p b 

56 -65 Real (F10.3) Hourly lognormal parameter µ b 

66 -75 Real (F10.3) Hourly lognormal parameter � 
b 

76 -85 Real (F10.3) Hourly gamma parameter �b 

86 -95 Real (F10.3) Hourly gamma parameter �b 

96 -105 Real (F10.3) Dai ly max intermittency parameter p b 

106 -115 Real (F10.3) Dai ly max lognormal parameter µ b 

116 -125 Real (F10.3) Dai ly max lognormal parameter � 
b 

126 -135 Real (F10.3) Dai ly max gamma parameter �b 

136 -145 Real (F10.3) Dai ly max gamma parameter �b 

a Values for flag: 1 = actual lati tude/longi tude values 
2 = lati tude/longitude values from collocated monitor or previous moni tor 

location (moni tor parameter occurrence code 1) 
-9 = latitude/longi tude missing (county center substituted) 

b Uni ts of concentration are ppm for CO and ppb for SO2, NO2 and NO. 

Source: SAI SO2, NOx and CO Report (1994). 

E
NC 

 
X

NC 
= ––– (X

C 
- b) + b (1) 

 EC  
where 

XNC = air quality measurement for the no-control scenario,

XC = air quality measurement for the control scenario,

ENC = emissions estimated for the no-control scenario,

EC = emissions estimated for the control scenario, and

b = background concentration.
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The adjustment for background concentration is 
made to hold ambient background concentrations of 
the pollutant constant between the control and 
no-control scenarios. To the extent background con
centrations are affected by transport of anthropogenic 
pollutants from upwind sites, and to the extent up-
wind emissions may have been controlled under the 
control scenario, assuming a fixed background con
centration represents a conservative assumption in this 
analysis. As discussed in the SAI SO

2
, NO

x
, and CO 

Report (1994), the CO background concentration used 
for this analysis was 0.2 ppm, which equals the low
est typical concentration observed in the lower 48 
states. 

In the SAI SO
2
, NO

x
, and CO Report (1994) docu

menting the CO air quality modeling effort, reference 
is made to using county-level emission estimates as 
the basis for deriving the no-control profiles. Deriva
tion of these county-level results is described in more 
detail in the appendix on emissions estimation. It is 
important to emphasize here, however, that the county-
level CO emissions data were derived for both the 
control and no-control scenarios by simple popula
tion-weighted disaggregation of state-level emission 
totals. Although CO emission estimates were needed 
at the county level to support the ozone air quality 
modeling effort, differences in state-level emissions 
estimates are what drive the difference in the control 
and no-control air quality profiles for CO. In other 
words, the E

NCAA
 to E

CAA
 ratios used to derive the 

no-control profiles according to Equation (1) above 
are essentially based on state-level emissions estimates 
for CO. 

As for the control scenario air quality profiles, 
the no-control scenario air quality profiles are avail-
able on diskette. The filename for the CO No-control 
Scenario profile database is CONCAA.DAT. The 
same data format described in Table C-2 is adopted. 

Summary differences in carbon 
monoxide air quality 

While the control and no-control scenario air qual
ity profiles are too extensive to present in their en
tirety in this report, a summary indication of the dif
ference in control and no-control scenario CO con
centrations is useful. Figure C-1 provides this sum
mary characterization. Specifically, the air quality 
indicator provided is the 95th percentile observation 
of 1990 CO concentrations averaged over a 1-hour 
period. The graph shows the number of monitors for 

Figure C-1. 
for 1990 Control to No-control Scenario 95th Percentile 
1-Hour Average CO Concentrations, by Monitor. 
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Frequency Distribution of Estimated Ratios 

which the ratio of 1990 control to no-control scenario 
95th percentile 1-hour average concentrations falls 
within a particular range. The x-axis values in the 
graph represent the midpoint of each bin. The results 
indicate that, by 1990, CO concentrations under a no-
control scenario would have been dramatically higher 
than control scenario concentrations. 

Key caveats and uncertainties for 
carbon monoxide 

A number of important uncertainties should be 
noted regarding the CO air quality estimates used in 
this analysis. First and foremost, CO is a highly local
ized, “hot spot” pollutant. As such, CO monitors are 
often located near heavily-used highways and inter-
sections to capture the peak concentrations associated 
with mobile sources. Since this analysis relies on state-
level aggregate changes in CO emissions from all 
sources, the representativeness and accuracy of the 
predicted CO air quality changes are uncertain. There 
is no basis, however, for assuming any systematic bias 
which would lead to over- or under-estimation of air 
quality conditions due to reliance on state-wide emis
sion estimates. 

A second source of uncertainty is the extent to 
which the three-parameter distributions adequately 
characterize air quality indicators of concern. Appen
dix C of the SAI SO

2
, NO

x
, and CO Report (1994) 

presents a number of graphs comparing the fitted ver
sus empirical data for one-hour and 12-hour averag
ing periods. In the case of CO, the gamma distribu
tion appears to provide a very reasonable fit, though 
clearly some uncertainty remains. 
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Monitors Count ies Cove r e d Sam pl es Monitor 

86 56 n/a 399,717 4,648 

847 340 n/a 4,280,303 5,053 

1,113 440 60 % 6,565,589 5,899 

926 401 n/a 6,602,615 7,130 

769 374 50 % 5,810,230 7,556 
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Finally, a central 
premise of this analy
sis is that changes in 
CO emissions should 
be well-correlated 
with changes in CO 
air quality. Strong 
correlation between 
the state-level emis
sions estimates used 
in this analysis and 
empirical air quality 
measurements would 
not be expected due to 
inconsistencies be-
tween the state-level 
scale of modeled 
emissions versus the 

Table C-3.  Summary of SO2 Monitoring Data. 

Data Source: SAI SO2, NOx  and CO Report (1994). 

Year 
Num ber of 
Monitors 

Num ber of 
Count ies 

Percen t 
Popu lat ion 

Cove r e d 
Num ber of 

Sam pl es 

Me an Nu m ber 
of  Sam ples per 

Monitor 

1970 86 56 n/a 399,717 4,648 

1975 847 340 n/a 4,280,303 5,053 

1980 1,113 440 60 % 6,565,589 5,899 

1985 926 401 n/a 6,602,615 7,130 

1990 769 374 50 % 5,810,230 7,556 

monitor-level scale of the air quality data, and between Control scenario sulfur dioxide profiles

the modeled control scenario emissions inventories

and actual historical air quality measurements. Under 

Unlike the CO monitoring network, the number

these circumstances, it is particularly important to

focus on the primary objective of the current analy-

of monitors as well as the population coverage of the

SO2 monitoring network shrank during the 1980’s.

sis, which is to estimate the difference in air quality 
Table C-3 summarizes the SO2 monitoring data used

outcomes between scenarios which assume the ab
sence or presence of historical air pollution controls. 

as the basis for development of the control scenario


In the process of taking differences, some of the un-
air quality profiles.


certainties are expected to cancel out. No attempt is 
As for CO, air quality profiles reflecting average


made in the overall analysis to predict historical air 
values and daily maxima for 1, 3, 5, 7, 8, 12, and 24


quality, or hypothetical air quality in the absence of 
hour averages were compiled from AIRS for moni


the Clean Air Act, in absolute terms. 
tors in the lower 48 states which had at least 10 per-

cent of their potential samples available. Applying a


Sulfur Dioxide cutoff of 0.1 ppb to isolate the zero and near-zero ob

servations, three-parameter lognormal and gamma


Sulfur dioxide (SO2) emissions lead to several air distributions were fitted to these empirical profiles.


quality effects, including secondary formation of fine In the case of SO2, the three-parameter lognormal dis


particle sulfates, long range transport and deposition tribution was found to provide the best fit.


of sulfuric acid, and localized concentrations of gas

eous sulfur dioxide. The first two effects are addressed The control scenario SO2 air quality profiles are


later in this appendix, under the particulate matter and available on diskette, contained in a file named


acid deposition sections. The focus of this section is SO2CAA.DAT. The same data format described in


estimation of changes in local concentrations of sul- Table C-2 is adopted.


fur dioxide.

No-control scenario sulfur dioxide 

The methodology applied to estimation of local profiles 
sulfur dioxide air quality is essentially identical to the 
one applied for carbon monoxide. As such, this sec- The no-control air quality profiles for SO2 are 
tion does not repeat the “roll-up” modeling method- derived using Equation 1, the same equation used for 
ological description presented in the CO section, but CO. For SO2, the background concentration was as-
instead simply highlights those elements of the sulfur sumed to be zero. Although anthropogenic emissions 
dioxide modeling which differ from carbon monox- contribute only small amounts to total global atmo
ide. spheric sulfur, measured background concentrations 
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for the continental U.S. range from only 0.1 to 1.3 
ppb. Background SO

2
 is discussed in more detail in 

the supporting document SAI SO
2
, NO

x
, and CO Re-

port (1994).1 

The no-control scenario SO
2 
air quality profiles 

are available on diskette, contained in a file named 
SO2NCAA.DAT. The data format is described in 
Table C-2. 

Summary differences in sulfur dioxide 
air quality 

As for CO, reporting differences in control and 
no-control scenario air quality projections for each 
monitor covered in the analysis is impractical due to 
the large amount of data involved. However, Figure 
C-2 provides an illustration of scenario differences 
similar to the one provided for CO. Specifically, the 
graph shows the distribution of 1990 control to no-
control scenario 95th percentile 1-hour average con
centrations ratios at SO2 monitors. By 1990, SO2 con
centrations under the no-control scenario were sub
stantially higher than those associated with the con
trol scenario. 

Figure C-2. 
for 1990 Control to No-control Scenario 95th Percentile 
1-Hour Average SO2 Concentrations, by Monitor. 
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Frequency Distribution of Estimated Ratios 

Key caveats and uncertainties for sulfur 
dioxide 

The height of stacks used to vent flue gases from 
utility and industrial fossil fuel-fired boilers has a sig
nificant effect on the dispersion of sulfur dioxide and 
on the formation and long-range transport of second
ary products such as particulate sulfates. Under a no-

control scenario, it is conceivable that some sources 
might have built taller stacks to allow higher emis
sion rates without creating extremely high ground-
level concentrations of flue gases. On the other hand, 
it is also conceivable that, in the absence of post-1970 
air pollution control programs, sources might have 
built shorter stacks to avoid incurring the higher costs 
associated with building and maintaining taller stacks. 
To the extent facilities would have adopted different 
stack height configurations under a no-control sce
nario, both local exposures to sulfur dioxides (and 
other emissions from fossil fuel combustion) and long-
range transport, deposition, and exposure associated 
with secondary formation products may have been 
different. However, this analysis assumes that both 
the location of individual facilities and the height and 
configuration of emission stacks are constant between 
the two scenarios. If, in fact, stack heights were raised 
under the historical case due to CAA-related concerns, 
increases in local SO

2
 concentrations under the 

no-control scenario may be overestimated. However, 
this same assumption may at the same time lead to 
underestimation under the no-control scenario of long-
range transport and formation of secondary particu
lates associated with taller stacks. For stacks built 
lower under a no-control scenario, local SO

2
 expo

sures would have been higher and long-range effects 
lower. Finally, the comments on uncertainties for car-
bon monoxide apply as well to SO

2
. 

Nitrogen Oxides 

Similarly to sulfur dioxide, emissions of nitro
gen oxides (NOx ) –including nitrogen dioxide (NO2) 
and nitrous oxide (NO)– lead to several air quality 
effects. These effects include secondary formation of 
fine particle nitrates, formation of ground-level ozone, 
long range transport and deposition of nitric acid, and 
localized concentrations of both NO2 and NO. The 
first three effects are addressed later in this appen
dix, under the particulate matter, ozone, and acid 
deposition sections. The focus of this section is esti
mation of changes in local concentrations of NO2 and 
NO. 

The methodology applied to estimation of local 
nitrogen oxides air quality is essentially identical to 
the one applied for carbon monoxide and sulfur diox
ide. As such, this section does not repeat the “roll-up” 
modeling methodological description presented in the 
CO section, but instead simply highlights those ele-

1 SAI SO
2
, NOx, and CO Report (1994), page 4-9. 
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Monitors Counties Covered Samples Monitor 

45 32 n/a 275,534 6,123 

308 155 n/a 1,574,444 5,112 

379 205 45 % 1,984,128 5,235 

305 182 n/a 2,142,606 7,025 

346 187 40 % 2,456,922 7,101 

Monitors Counties Cove re d Samples Monitor 

39 28 n/a 246,262 6,314 

206 94 n/a 1,101,051 5,345 

224 124 30 % 1,023,834 4,571 

139 86 n/a 956,425 6,881 

145 81 15 % 999,808 6,895 

Data Source:  SAI SO2, NOx and CO Report (1994). 

Appendix C: Air Quality Modeling 

ments of the nitrogen oxides modeling which differ 
from carbon monoxide. 

Control scenario nitrogen oxides 
profiles 

After peaking around 1980, the number of NO2 

and NO monitors, their county coverage, and their 
population coverage shrank between 1980 and 1990. 
Tables C-4 and C-5 summarize, respectively, the NO2 

and NO monitoring data used as the basis for devel
opment of the control scenario air quality profiles. 

As for CO and SO2, air quality profiles reflecting 
average values and maxima for 1, 3, 5, 7, 8, 12, and 

24 hour NO
2
 and NO averages were compiled from 

AIRS for monitors in the lower 48 states which had at 
least 10 percent of their potential samples available. 
Applying a cutoff of 0.5 ppb to both NO

2
 and NO to 

isolate the zero and near-zero observations, three-pa
rameter lognormal and gamma distributions were fit
ted to these empirical profiles. For NO

2
 and NO, the 

three-parameter gamma distribution was found to pro-
vide the best fit. 

The control scenario NO
2
 and NO air quality pro-

files are available on diskette, contained in files named 
NO2CAA.DAT and NOCAA.DAT, respectively. The 
same data format described in Table C-2 is adopted. 

Table C-4. Summary of NO2 Monitoring Data. 

Year 
Number of 
Monitors 

Number of 
Counties 

Percent 
Population 
Covered 

Number of 
Samples 

Mean Number 
of Samples per 

Monitor 

1970 45 32 n/a 275,534 6,123 

1975 308 155 n/a 1,574,444 5,112 

1980 379 205 45 % 1,984,128 5,235 

1985 305 182 n/a 2,142,606 7,025 

1990 346 187 40 % 2,456,922 7,101 

Data Source: SAI SO2, NOx and CO Report (1994). 

Table C-5.  Summary of NO Monitoring Data. 

Year 
Number of 
Monitors 

Number of 
Counties 

Percen t 
Popu lation 

Cove re d 
Number of 

Samples 

Me an Nu mber 
of Samples per 

Monitor 

1970 39 28 n/a 246,262 6,314 

1975 206 94 n/a 1,101,051 5,345 

1980 224 124 30 % 1,023,834 4,571 

1985 139 86 n/a 956,425 6,881 

1990 145 81 15 % 999,808 6,895 

Data Source:  SAI SO2, NOx and CO Report (1994). 
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No-control scenario nitrogen oxides 
profiles 

The no-control air quality profiles for NO2 and 
NO are derived using Equation 1, the same equation 
used for CO and SO2. As discussed in detail in the 
SAI SO2, NOx, and CO Report (1994),2  nitrogen ox-
ides are emitted almost entirely from anthropogenic 
sources and they do not have long atmospheric resi
dence times. Therefore, global background concen
trations are very low, on the order of 0.1 or 0.2 ppb. 
For the present analysis, background concentrations 
of NO2 and NO were assumed to be zero. 

The no-control scenario NO2 and NO air quality 
profiles are available on diskette, contained in files 
named NO2NCAA.DAT and NONCAA.DAT, respec
tively. The data format is described in Table C-2. 

Summary differences in nitrogen oxides 
air quality 

Figure C-3 provides a summary indication of the 
differences in control and no-control scenario air qual
ity for NO2. As for CO and SO2, the graph shows the 
distribution of 1990 control to no-control scenario 95th 
percentile 1–hour average concentration ratios at NO2 

monitors. These ratios indicate that, by 1990, no-con
trol scenario NO2 concentrations were significantly 
higher than they were under the control scenario. The 
changes for NO are similar to those for NO2. 

Figure C-3. 
for 1990 Control to No-control Scenario 95th Percentile 
1-Hour Average NO2 Concentrations, by Monitor. 

N
um

be
r 

of
 M

on
ito

rs
 

Frequency Distribution of Estimated Ratios 

Key caveats and uncertainties for 
nitrogen oxides 

A number of caveats and uncertainties specific to 
modeling NOx should be noted. First, stack height and 
stack height control strategies likely to have influenced 
local concentrations of SO2 may also have influenced 
local concentrations of NO2 and NO. (For a fuller dis
cussion of the stack heights issue, refer to the section 
“Key caveats and uncertainties for SO2.”) In addition, 
the earlier discussion of uncertainties resulting from 
the use of state-level emissions and the cancellation 
of uncertainties resulting from analyzing only differ
ences or relative changes also applies to NOx. 

Acid Deposition 

The focus of air quality modeling efforts described 
above for carbon monoxide, sulfur dioxide, and ni
trogen oxides was to estimate the change in ambient 
concentrations of those pollutants as a result of 
changes in emissions. Particularly since the emissions 
modeling was driven by modeled macroeconomic 
conditions, rather than actual historical economic ac
tivity patterns, neither the emissions inventories nor 
the resultant air quality conditions developed for this 
analysis would be expected to match historical out-
comes. The need to focus on relative changes, rather 
than absolute predictions, becomes even more acute 
for estimating air quality outcomes for pollutants sub
ject to long-range transport, chemical transformation, 
and atmospheric deposition. The complexity of the 
relationships between emissions, air concentrations, 
and deposition is well-described in the following para-
graph from the RADM report document developed 
by Robin Dennis of US EPA’s National Exposure 
Research Laboratory in support of the present analy
sis: 

“Sulfur, nitrogen, and oxidant species in the 
atmosphere can be transported hundreds to 
thousands of kilometers by meteorological 
forces. During transport the primary 
emissions, SO

2
, NO

x
, and volatile organic 

emissions (VOC) are oxidized in the air or in 
cloud-water to form new, secondary 
compounds, which are acidic, particularly 
sulfate and nitric acid, or which add to or 
subtract from the ambient levels of oxidants, 
such as ozone. The oxidizers, such as the 
hydroxyl radical, hydrogen peroxide and 

2 SAI SO
2
, NO

x
, and CO Report (1994), page 4-9. 
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ozone are produced by reactions of VOC and 
NOx. The sulfur and nitrogen pollutants are 
deposited to the earth through either wet or 
dry deposition creating a load of pollutants 
to the earth’s surface... However, the 
atmosphere is partly cleansed of oxidants 
through a number of physical processes 
including deposition (e.g., ozone is removed 
by wet and dry deposition). Dry deposition 
occurs when particles settle out of the air onto 
the earth or when gaseous or fine particle 
species directly impact land, plants, or water 
or when plant stomata take up gaseous 
species, such as SO2. In wet deposition, 
pollutants are removed from the atmosphere 
by either rain or snow. In addition, fine 
particles or secondary aerosols formed by the 
gas- and aqueous-phase transformation 
processes scatter or absorb visible light and 
thus contribute to impairment of visibility.”3 

Control scenario acid deposition 
profiles 

The derivation of control scenario emission in
ventory inputs to the RADM model is succinctly de-
scribed in this excerpt from the RADM Report (1995): 

The RADM model requires a very detailed 
emissions inventory in both time and space. 
The emissions fields are also day-specific to 
account for the temperature effects on the 
volatile organics and the wind and 
temperature effects on the plume rise of the 
major point sources. At the time of the 812 
retrospective study RADM runs, these 
inventories had been developed for 1985, 
using the 1985 NAPAP (National Acid 
Precipitation Assessment Program) 
inventory, and adjusted for point source 

The complexity and nonlinearity 
of the relationships between localized 
emissions of precursors, such as SO

2 

and VOC, and subsequent regional 
scale air quality and deposition effects 
are so substantial that the simple “roll-
up” modeling methodology used for 
estimating local ambient concentra
tions of SO

2
, NO

x
, and CO is inad

equate, even for a broad-scale, aggre
gate assessment such as the present 
study. For sulfur deposition, and for 
a number of other effects addressed 
in subsequent sections of this appen
dix, a regional air quality model was 
required. After careful review of the 
capabilities, geographic coverage, 
computing intensity, and resource re
quirements associated with available 
regional air quality models, EPA de
cided to use various forms of the Re
gional Acid Deposition Model 
(RADM) to estimate these effects.4 

Figure C-4 shows the geographic do-
main of the RADM. 

Figure C-4. 
Inside the 80-km RADM Domain. 

Location of the High Resolution RADM 20-km Grid Nested 

3 Dennis, R. RADM Report (1995), p. 1.


4 For a detailed description of the various forms of the RADM and its evaluation history, see the Dennis, R. RADM Report (1995).


C-9




The Benefits and Costs of the Clean Air Act, 1970 to 1990 

emissions to 1988 for the Eulerian Model 
Evaluation Field Study funded by NAPAP. 
These RADM emissions inventories had 
county-level and detailed SCC and species-
level information incorporated into them to 
provide the 80- and 20-km detail. The 812 
Study emissions are principally computed at 
the state level. While the 1985 812 Study 
emissions are close to the NAPAP inventory, 
they do not exactly match, nor do they have 
the spatial, nor economic sector, nor species 
detail within a state needed to run RADM. To 
connect the 812 Study emissions to the RADM 
emissions, the following approach was 
followed: An industry/commercial-level 
disaggregation (including mobile sources) 
was developed for the 812 emissions to allow 
different sectors in a state to change their 
emissions across time without being in lock 
step and the detailed NAPAP emissions for 
every 80- and 20-km RADM grid-cell were 
grouped by state to the same level of industry/ 
commercial aggregation for an exact 
correspondence. Then it was assumed that the 
812 Study 1985 control emissions were 
effectively the same as the 1985 NAPAP 
emissions. Relative changes in emissions 
between the 812 1985 control and any other 
scenario (e.g., 1985 no-control, or 1990 
control, or 1980 no-control, etc.) were then 
applied to the 1985 NAPAP state-level 
industry/commercial groups in the 
appropriate 80- and 20-km grid cells. Thus, 
state-level emissions for each group would 
retain the same state-level geographic pattern 
in the different scenarios years, but the mix 
across groups could change with time. In this 
way, the more detailed emissions required by 
RADM were modeled for each scenario year 
using the 812 Study emissions data sets.5 

Although the focus of the present analysis is to 
estimate the differences between the control and no-
control scenarios, it is useful to illustrate the abso
lute levels of acid deposition associated with the two 
scenarios. It is particularly important to demonstrate 
the initial deposition conditions to preclude possible 
misinterpretations of the maps showing percent 
change in deposition. A relatively high percentage 
change in a particular region, for example, may oc
cur when initial deposition is low, even when the 
change in deposition is also modest. The RADM-

5 Dennis, R. RADM Report (1995). 

Figure C-5. 
(Wet + Dry; in kg/ha) Under the Control Scenario. 

RADM-Predicted 1990 Total Sulfur Deposition 

Figure C-6. 
tion (Wet + Dry; in kg/ha) Under the Control Scenario. 

RADM-Predicted 1990 Total Nitrogen Deposi
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Figure C-7. 
(Wet + Dry; in kg/ha) Under the No-control Scenario. 

RADM-Predicted 1990 Total Sulfur Deposition 

Figure C-8. 
tion (Wet + Dry; in kg/ha) Under the No-control Scenario. 

RADM-Predicted 1990 Total Nitrogen Deposi

modeled 1990 control scenario wet and dry sulfur 
deposition pattern is shown in Figure C-5. A com
parable map for nitrogen deposition is presented in 
Figure C-6. Maps of the RADM-predicted 1990 no-
control scenario sulfur and nitrogen deposition are 
presented in Figures C-7 and C-8, respectively. 

No-control scenario acid deposition 
profiles 

Configuration of the RADM model for the 
present analysis —including allocation of emission 
inventories to model grid cells, design of meteoro
logical cases, treatment of biogenic versus anthro
pogenic emissions, and temporal, spatial, and spe
cies allocation of emissions— are described in de-
tail in the RADM Report (1995). The remainder of 
this section provides a summary description of the 
acid deposition modeling effort. 

For sulfur deposition, the RADM Engineering 
Model (RADM/EM), which focuses on sulfur com
pounds, was used to derive annual average total (wet 
plus dry) deposition of sulfur in kilograms sulfur 
per hectare (kg-S/ha) under both the control and 
no-control scenarios. The relative changes in an
nual average total sulfur deposition for each of the 
80-km RADM/EM grid cells for 1975, 1980, 1985, 
and 1990 were then compiled. 

Nitrogen deposition was calculated in a differ
ent manner. Since nitrogen effects are not included 
in the computationally fast RADM/EM, nitrogen 
deposition had to be derived from the full-scale, 
15-layer RADM runs. Because of the cost and com
putational intensity of the 15-layer RADM, nitro
gen deposition estimates were only developed for 
1980 and 1990. As for sulfur deposition, the rela
tive changes in annual average total (wet plus dry) 
nitrogen deposition, expressed as kg-N/ha, were cal
culated for each 80-km grid cell and for each of the 
two scenarios. It is important to note that ammonia 
depositin contributes significantly to total nitrogen 
deposition. However, the activities of sources as
sociated with formation and deposition of ammo
nia, such as livestock farming and wildlife, were 
essentially unaffected by Clean Air Act-related con
trol programs during the 1970 to 1990 period of 
this analysis. Therefore, ammonia deposition is held 
constant between the two scenarios. 
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Figure C-9. 
Sulfur Deposition (Wet + Dry; in kg/ha) Under the No-
control Scenario. 

RADM-Predicted Percent Increase in Total 
Summary differences in acid 
deposition 

Figure C-9 is a contour map showing the esti
mated percent increase in sulfur deposition under 
the no-control scenario relative to the control sce
nario for 1990. Figure C-10 provides comparable 
information for nitrogen deposition. These maps 
indicate that by 1990 acid deposition would have 
been significantly higher across the RADM domain 
under the no-control scenario. 

Examination of the percent change sulfur depo
sition map indicates relatively large percentage 
changes in the upper Great Lakes and the Florida-
Southeast Atlantic Coast areas. This result may ap
pear somewhat surprising to readers familiar with 
the historical patterns of acid deposition. However, 
a review of the emission data and the control sce
nario sulfur deposition map reveal the reasons for 
this result. 

First, Figure C-5 shows that control scenario 
deposition rates are relatively low. As described 
above, even a small absolute increase in deposition 
leads to a large percentage increase in areas with 
low initial rates of deposition. Second, the scenario 
differences in SO emission rates for these areasFigure C-10. 

Nitrogen Deposition (Wet + Dry; in kg/ha) Under the No-
control Scenario. 

RADM-Predicted Percent Increase in Total x 

were substantial. For example, 1990 no-control sce
nario total SO emissions for Michigan were apx 

proximately 1.8 million tons but control scenario 
emissions for the same year were less than 600,000 
tons; a reduction of over two-thirds. Similarly, 1990 
no-control scenario emissions for Florida were over 
2.3 million tons, compared to approximately 
800,000 tons under the control scenario; also a re
duction of about two-thirds. Almost 1 million tons 
of the Michigan reduction and approximately 1.3 
million tons of the Florida reduction were associ
ated with utilities. Emission reductions of these 
magnitudes would be expected to yield significant 
reductions in rates of acid deposition. 

Key caveats and uncertainties for acid 
deposition 

Regional-scale oxidant and deposition model
ing involves substantial uncertainty. This uncer
tainty arises from uncertainties in modeling atmo
spheric chemistry, incomplete meteorological data, 
normal seasonal and temporal fluctuations in atmo
spheric conditions, temporal and spatial variability 

C-12




Appendix C: Air Quality Modeling 

in emissions, and many other factors. Uncertainties 
specific to the RADM model, and this particular ex
ercise, are discussed in detail in the RADM Report 
(1995). It is important, however, to highlight some of 
the potential sources of modeling uncertainty unique 
to this analysis. 

The first source of uncertainty specific to this 
analysis is associated with the spatial and geographic 
disaggregation of emissions data. As discussed in the 
RADM Report, the RADM model requires emission 
inventory inputs which are highly disaggregated over 
both time and space. The ideal emissions inventory 
fed into the RADM model includes day-specific emis
sions to account for temperature effects on VOCs and 
the significance of localized meteorological conditions 
around major point sources. Given the broad-scale, 
comprehensive nature of the present study, such de-
tailed emissions inventories were not available. How-
ever, the industry/commercial-level disaggregation ap
proach developed for the present analysis would not 
be expected to introduce any systematic bias, and the 
contribution of this disaggregation of emissions would 
not be expected to contribute significantly to the over-
all uncertainty of the larger analysis. 

The acid deposition estimates included in the 
present analysis are limited in that only the eastern 31 
of the 48 coterminous states are covered. Although 
acid deposition is a problem primarily for the eastern 
U.S., acid deposition does occur in states west of the 
RADM domain. The magnitude of the benefits of re
ducing acid deposition in these western states is likely 
to be small, however, relative to the overall benefits 
of the historical Clean Air Act. 

Particulate Matter 

Developing air quality profiles for particulate 
matter is significantly complicated by the fact that 
“particulate matter” is actually an aggregation of dif
ferent pollutants with varying chemical and aerody
namic properties. Particulate species include chemi
cally inert substances, such as wind-blown sand, as 
well as toxic substances such as acid aerosols; and 
include coarse particles implicated in household soil
ing as well as fine particles which contribute to hu
man respiratory effects. In addition, emissions of both 
primary particulate matter and precursors of second
arily-formed particulates are generated by a wide va

riety of mobile and stationary sources, further com
plicating specification of particulate air quality mod
els. Finally, particulate air quality models must take 
account of potentially significant background concen
trations of atmospheric particles. 

Modeling multiple species and emission sources, 
however, is not the only major challenge related to 
particulate matter which is faced in the present study. 
Over the 1970 to 1990 period being analyzed, under-
standing of the relative significance of fine versus 
coarse particles evolved significantly. Up until the 
mid-1980s, particulate air quality data were collected 
as Total Suspended Particulates (TSP). However, dur
ing the 1980s, health scientists concluded that small, 
respirable particles, particularly those with an aero
dynamic diameter of less than or equal to 10 microns 
(PM

10
), were the component of particulate matter pri

marily responsible for adverse human health effects. 
As of 1987, federal health-based ambient air quality 
standards for particulate matter were revised to be ex-
pressed in terms of PM

10
 rather than TSP. Starting in 

the mid-1980s, therefore, the U.S. began shifting away 
from TSP monitors toward PM

10
 monitors. As a re

sult, neither TSP nor PM
10

 are fully represented by 
historical air quality data over the 1970 to 1990 pe
riod of this analysis. Furthermore, a large number of 
U.S. counties have no historical PM monitoring data 
at all, making it difficult to estimate changes in ambi
ent concentrations of this significant pollutant for ar
eas containing roughly 30 percent of the U.S. popula
tion. 

Given the relative significance of particulate mat
ter to the bottom-line estimate of net benefits of the 
historical Clean Air Act, it was important to develop 
methodologies to meet each of these challenges. The 
methodologies developed and data used are described 
primarily in the two supporting documents SAI PM 
Report (1992) and SAI PM Report (1995).6  To sum
marize the overall approach, historical TSP data were 
broken down into principal component species, in
cluding primary particulates, sulfates, nitrates, organic 
particulates, and background particulates. Historical 
data were used for the control scenario. To derive the 
no-control profiles, the four non-background compo
nents were scaled up based on corresponding 
no-control to control scenario ratios of emissions and/ 
or modeled atmospheric concentrations. Specifically, 
the primary particulate component was scaled up by 
the ratio of no-control to control emissions of PM. 

6 In addition, SAI memoranda and reports which supplement the results and methodologies used in this analysis are included in 
the references. 
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Monitors Counties Samples Monitor 

751 245 56,804 76 

3,467 1,146 221,873 64 

3,595 1,178 234,503 65 

2,932 1,018 189,344 65 

923 410 59,184 64 

The Benefits and Costs of the Clean Air Act, 1970 to 1990 

Organic constituents were scaled up by the ratio of 
no-control to control VOC emissions. In the eastern 
31 states where RADM sulfate and nitrate data were 
available, values for SO

4
 and NO

3
 from an appropri

ate RADM grid cell were assigned to the relevant 
county and used to scale these components of PM. 
For the western states not covered by RADM, sul
fates were scaled up by the change in SO

2
 emissions 

and nitrates were scaled up the change in NO
x 

emis
sions. No-control scenario profiles were then con
structed by adding these scaled components to back-
ground concentrations. 

To resolve the problem of variable records of TSP 
and PM

10
 data, both TSP and PM

10
 profiles were gen

erated for the entire 20 year period. Missing early year 
data for PM

10
 were derived by applying region-spe

cific, land use category-specific PM
10

 to TSP ratios to 
the historical TSP data. Missing recent year TSP data 
were derived for those areas where PM

10
 monitors 

replaced TSP monitors by applying the reciprocal of 
the relevant PM

10
 to TSP ratio. The methodology is 

described in detail in the SAI PM Report (1995). 

In addition, to increase the geographic coverage 
of estimates of air quality, an interpolation methodol-
ogy7 was developed to predict air quality for the con
trol scenario in counties without measured data. PM 
concentrations were estimated by first estimating the 
components of PM (i.e., sulfate, nitrate, and organic 
particulate, and primary particulate). The methodol
ogy for developing the concentrations of components 
within a county differed depending upon whether the 
county was within or outside the RADM domain. 

ent TSP and PM
10 

to describe these constituents in 
counties without data. Control scenario PM profiles 
were developed by adding the RADM-estimated sul
fate particulate levels to the statewide average nitrate, 
VOC, and primary particulate levels, and background. 

For counties outside the RADM domain, an al
ternate procedure was used. Using the primary and 
secondary particulate estimates for counties with data, 
statewide average sulfate, nitrate, VOC, and primary 
particulate concentrations were determined. Control 
scenario PM

10
 was predicted by adding the statewide 

averages of all primary and secondary particulate, and 
background. Using this method, all counties that did 
not have monitors and are in the same state are as-
signed the same PM concentration profiles. These in
terpolated results are clearly less certain than results 
based on actual historical monitoring data and are 
therefore presented separately. 

Control scenario particulate matter 
profiles 

The number of TSP monitors peaked in 1977 and 
declined throughout the 1980s. Table C-6 summarizes 
the daily (i.e., 24-hour average) TSP monitoring data 
used as the basis for development of the control sce
nario air quality profiles. Most of the TSP and PM10 

monitors collected samples every six days (i.e., 61 
samples per year). 

Daily PM10 data were also collected for each year 
between 1983 and 1990. Table C-7 summarizes the 
daily PM10 monitoring data used for the control sce
nario air quality profiles. 

For those counties within the 
RADM domain, the RADM modeled 
concentrations for 1980 and 1990 were 

Table C-6. Summary of TSP Monitoring Data. 

used to predict sulfate air quality. Re
lationships based on linear regressions 
that related 1980 and 1990 RADM sul
fate concentrations to estimated sulfate 
particulate concentrations were calcu
lated for counties with AIRS data. Sul
fate particulate concentrations were 
then calculated for all counties in the 
domain by applying the regression re
sults to the RADM grid cell concen
tration located over the county center. 
Statewide average nitrate, VOC, and 
primary particulate concentrations 
were calculated from measured ambi- Data Source:  SAI PM Report (1995). 

Year 
Number of 
Monitors 

Number of 
Counties 

Number of 
Samples 

Mean Number 
of Samples per 

Monitor 

1970 751 245 56,804 76 

1975 3,467 1,146 221,873 64 

1980 3,595 1,178 234,503 65 

1985 2,932 1,018 189,344 65 

1990 923 410 59,184 64 

7  The interpolation methodology is described in detail in SAI, 1996. Memo from J. Langstaff to J. DeMocker. PM Interpolation 
Methodology for the section 812 retrospective analysis. March 1996. 
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Year 
Number of 
Monitors 

Number of 
Counties 

Number of 
Samples 

Me an Nu mber 
of Samples per 

Monitor 

1985 303 194 22,031 73 

1990 1,249 556 98,904 79 

Table C-7. Summary of PM10 Monitoring Data. 

Data Source:  SAI PM Report (1995). 

allow differentiation between urban and 
rural locations for coarser particles. 

The TSP and PM
10

 control scenario 
profiles developed based on this meth
odology are available on diskette, un
der the filenames listed in Table C-10. 

No-control scenario 
particulate matter profiles 

To derive the no-control TSP and 

Further speciation of TSP and PM10 air quality 
data serves two purposes in the present analysis. First, 
speciation of TSP into PM10 and other fractions al
lows derivation of PM10:TSP ratios. Such ratios can 
then be used to estimate historical PM10 for those years 
and monitors which had TSP data but no PM10 data. 
The reciprocal ratio is also applied in this analysis to 
expand 1985 and 1990 TSP data to cover those areas 
which monitored PM10 but not TSP. The second pur
pose served by speciation of particulate data is, as 
described earlier, to provide a basis for scaling up 
concentrations of each species to derive no-control 
scenario TSP and PM10 profiles. 

To break the TSP and PM10 data down into com
ponent species, speciation factors were applied to the 
PM fractions with aerodynamic diameters below 2.5 
microns (PM2.5) and from 2.5 to 10 microns (PM10). 
The PM2.5 speciation factors were drawn from a Na
tional Acid Precipitation Assessment Program 
(NAPAP) report on visibility which reviewed and 
consolidated speciation data from a number of stud-
ies.8  These factors are presented in Table C-8. In the 
table, fine particle concentrations are based on par
ticle mass measured after equilibrating to a relative 
humidity of 40 to 50 percent; and organics include 
fine organic carbon. 

To develop speciation factors for coarser particles 

review of the available literature, including Conner et 
(i.e., in the PM2.5 to PM10 range), SAI performed a 

al. (1991), Wolff and Korsog (1989), Lewis and 
Macias (1980), Wolff et al. (1983), Wolff et al. (1991), 
and Chow et al. (1994).9  These speciation factors are 
summarized in Table C-9. Data were too limited to 

PM10 air quality profiles, individual 
component species were adjusted to 

reflect the relative change in emissions or, in the case 
of sulfates and nitrates in the eastern U.S., the rela
tive change in modeled ambient concentration. The 
following excerpt from the SAI PM Report (1995) 
describes the specific algorithm used:10 

“For the retrospective analysis, the no-CAA 
scenario TSP and PM10 air quality was 
estimated by means of the following 
algorithm: 

•	 Apportion CAA scenario TSP and PM
to size categories and species; 

10 

• Adjust for background concentrations; 

•	 Use a linear scaling to adjust the non-
background portions of primary 
particulates, sulfate, nitrate, and organic 
components based on emissions ratios of 
PM, SO2, NOx and VOC, and Regional 
Acid Deposition Model (RADM) annual 
aggregation results for SO

4
 and NO

3
; 

•	 Add up the scaled components to estimate 

concentrations.” 
the no-CAA scenario TSP and PM

10 

The specific procedures and values used for the 
linear rollback, speciation, fine to coarse particle ra
tio, scaling, and background adjustment steps are de-
scribed in detail in the SAI PM report (1995).11  Table 
C-11 lists the names of the electronic data files con
taining the TSP and PM10 profiles for the no-control 
scenario. 

8 J. Trijonis, “Visibility: Existing and Historical Conditions--Causes and Effects,” NAPAP Report 24, 1990. 

9 This literature review, and complete citations of the underlying studies, are presented in the SAI PM Report (1995), pp. 4-2 to 
4-6 and pp. R-1 to R-2, respectively. 

10 SAI PM Report (1995), p. 5-1. 

11 SAI PM Report (1995), pp. 5-2 to 5-15. 
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Compone nt Units 
Number of 
Data Sets 

Arithmetic 
Me an 

Range of 
Valu es 

Fine particle concentration µg/m3 19 18  6 - 46 

Ammonium sulfate % Fine particl es 19 52 41 - 66 

Ammonium nitrate % Fine particl es 3 1 1 

Organics % Fine particl es 5 24  9 - 34 

Fine particle concentration µg/m3 3 36 29 - 43 

Ammonium sulfate % Fine particl es 3 55 53 - 57 

Ammonium nitrate % Fine particl es 2 1 1 

Organics % Fine particl es 2 24 15 - 32 

Fine particle concentration µg/m3 25 5  1 - 11 

Ammonium sulfate % Fine particl es 25 35 15 - 56 

Ammonium nitrate % Fine particl es 17 4  1 - 17 

Organics % Fine particl es 25 27 14 - 41 

Fine particle concentration µg/m3 16 35 13 - 74 

Ammonium sulfate % Fine particl es 16 16  3 - 35 

Ammonium nitrate % Fine particl es 14 15  2 - 37 

Organics % Fine particl es 16 42 25 - 79 

Data Sources: SAI PM Report (1995); and J. Trij onis, "Visibility: Existi ng and Histori cal Conditions--Causes and 
Effects," NAPAP Report 24, 1990. 

The Benefits and Costs of the Clean Air Act, 1970 to 1990 

Table C-8.  Fine Particle(PM2.5) Chemical Composition by U.S. Region. 

Compone nt Units 
Number of 
Data Sets 

Arithmetic 
Me an 

Range of 
Valu es 

RURAL  EAST 

Fine particle concentration µg/m3 19 18  6 - 46 

Ammonium sulfate % Fine particl es 19 52 41 -66 

Ammonium nitrate % Fine particl es 3 1 1 

Organics % Fine particl es 5 24  9 - 34 

URBA N EAS T 

Fine particle concentration µg/m3 3 36 29 -43 

Ammonium sulfate % Fine particl es 3 55 53 -57 

Ammonium nitrate % Fine particl es 2 1 1 

Organics % Fine particl es 2 24 15 -32 

RU RAL  WEST 

Fine particle concentration µg/m3 25 5  1 - 11 

Ammonium sulfate % Fine particl es 25 35 15 -56 

Ammonium nitrate % Fine particl es 17 4  1 - 17 

Organics % Fine particl es 25 27 14 -41 

URBAN WES T 

Fine particle concentration µg/m3 16 35 13 -74 

Ammonium sulfate % Fine particl es 16 16  3 - 35 

Ammonium nitrate % Fine particl es 14 15  2 - 37 

Organics % Fine particl es 16 42 25 -79 

Data Sources: SAI PM Report (1995); and J. Trij onis, "Visibility: Existi ngand Histori cal Conditions--Causes and 
Effects," NAPAP Report 24, 1990. 

Summary differences in particulate 
matter air quality 

Figure C-11 provides one indication of the esti
mated change in particulate matter air quality between 
the control and no-control scenarios. Specifically, the 
graph provides data on the estimated ratios of 1990 
control to no-control scenario annual mean TSP con
centrations in monitored counties. The X-axis values 
represent the mid-point of the ratio interval bin, and 
the Y-axis provides the number of counties falling into 

each bin. Figure C-11 indicates that annual average 
TSP concentrations would have been substantially 
higher in monitored counties under the no-control sce
nario. 

Key caveats and uncertainties for 
particulate matter 

There are several important caveats and uncer

profiles developed for this study. Although further 
tainties associated with the TSP and PM10 air quality 
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Compone nt Units 
Se ts 

Me an Valu es 

Coarse particle concentration µg/m3 1 5.5 5.5 

Ammonium sulfate % Coarse particles 3 3  1 - 4 

Ammonium nitrate % Coarse particles 1 4 4 

Organics % Coarse particles 2 10  7 - 13.8 

Coarse particle concentration µg/m3 18 24 7.7 - 56.7 

Ammonium sulfate % Coarse particles 18 6 2.1 - 10.39 

Ammonium nitrate % Coarse particles 18 18 2.33-28.52 

Organics % Coarse particles 18 14 8.41-25.81 

In di cator Filename 

Annual  Mean T SPCMEAN .DAT 

2nd Highest D aily T SPCHI2.DAT 

(X)th Percentile TSPC(X).DAT 

1 0 Annual  Mean PM10CME A.DAT 

1 0 2nd Highest D aily PM10CHI2.DAT 

1 0 (X)th Percentile PM10C(X).DAT 

Appendix C: Air Quality Modeling 

Table C-9. Coarse Particle (PM2.5 to PM10) Chemical Composition by U.S. Region. 

Compone nt Units 
Number 
of Data 

Se ts 

Arithmetic 
Me an 

Range of 
Valu es 

EAS T 

Coarse particle concentration µg/m3 1 5.5 5.5 

Ammonium sulfate % Coarse particles 3 3  1 - 4 

Ammonium nitrate % Coarse particles 1 4 4 

Organics % Coarse particles 2 10  7 - 13.8 

WEST 

Coarse particle concentration µg/m3 18 24 7.7 -56.7 

Ammonium sulfate % Coarse particles 18 6 2.1 -10.39 

Ammonium nitrate % Coarse particles 18 18 2.33-28.52 

Organics % Coarse particles 18 14 8.41-25.81 

Data Source: SAI PM Report (1995). 

Table C-10. PM Control Scenario Air Quality Profile Filenames. 

Compone nt In di cator Filename 

TSP Annual  Mean T SPCMEAN .DAT 

TSP 2nd Highest D aily T SPCHI2.DAT 

TSP (X)th Percentile TSPC(X).DAT 

PM 1 0  Annual  Mean PM10CME A.DAT 

PM 1 0  2nd Highest D aily PM10CHI2.DAT 

PM 1 0  (X)th Percentile PM10C(X).DAT 

Note: "(X)" refers to percenti les from 5 to 95, indicating 19 percenti le data files available 
for TSP and 19 fi les avai lable for PM10; for example, the fi lenamefor the50th percenti le 
TSP ai r qual ity data profi le for the control scenario is named TSPC50.DAT. 
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In di cator Filename 

Annual  Mean T SPCNMEA .DAT 

2nd Highest D aily T SPNCHI.DAT 

(X)th Percentile T SPNC(X).DAT 

1 0 Annual  Mean PM10NCME.DAT 

1 0 2nd Highest D aily PM10NCHI.DAT 

1 0 (X)th Percentile PM10NC(X).D AT 

The Benefits and Costs of the Clean Air Act, 1970 to 1990 

Table C-11. PM No-Control Scenario Air Quality  Profile 
Filenames. 

Note: "(X)" refersto percenti les from 5 to 95, indicating 19 percenti le-based data fi les 
available for TSP and 19 simi lar f i les available for PM10; for example, the fi lename for the 
50th percentile TSP air quali ty data profile for the no-control  scenario is named 
TSPNC50.DAT. 

Compone nt In di cator Filename 

TSP Annual  Mean T SPCNMEA .DAT 

TSP 2nd Highest D aily T SPNCHI.DAT 

TSP (X)th Percentile T SPNC(X).DAT 

PM 1 0  Annual  Mean PM10NCME.DAT 

PM 1 0  2nd Highest D aily PM10NCHI.DAT 

PM 1 0  (X)th Percentile PM10NC(X).D AT 

sions, such as using SO2 as a surrogate for SO4 

in the western states, to roll up individual PM 
components may introduce significant uncer
tainty. Third, even assuming a satisfactorily 
high degree of correlation between target and 
surrogate pollutants, relying on predicted 
changes in emissions at the state level further 
compounds the uncertainty. Finally, and per-
haps most important, using PM10 to TSP ratios 
derived from late 1980s monitoring data may 
lead to significant underestimation of reduc
tions in fine particulates achieved in earlier 
years. This is because historical Clean Air Act 
programs focused extensively on controlling 
combustion sources of fine particulates. As a 
result, the share of TSP represented by PM10 

observed in the late 1980s would be lower due 
to implementation of controls on combustion 
sources. This would lead, in turn, to underesti

concentrations, as amation of baseline PM10
reductions in these uncertainties were not possible for share of TSP, in the 1970s and early 1980s. If baseline 
this study given time and resource limitations, the rela- PM10 concentrations in these early years are underes

tive importance of particulate matter reduction con- timated, the reductions in PM10 estimated by linear

tributions towards total benefits of the Clean Air Act scaling would also be underestimated.12


highlights the importance of these uncertainties.


A number of uncertainties were introduced in the Ozone 
process of speciating and rolling up individual com
ponents of particulate matter. First, temporal and spa- Nonlinear formation processes, long-range atmo
tial variability in the size and chemical properties of spheric transport, multiple precursors, complex atmo
particulate emissions are substantial. These charac- spheric chemistry, and acute sensitivity to meteoro
teristics change from day to day at any given loca- logical conditions combine to pose substantial diffi
tion. Second, using changes in proxy pollutant emis- culties in estimating air quality profiles for ozone. 

Even in the context of an aggregated, national study 
such as this, the location-specific factors controlling 
ozone formation preclude the use of roll-up modeling 
based on proxy pollutants or application of state-wide 
or nation-wide average conditions. Such simplifica
tions would yield virtually meaningless results for 
ozone. 

Figure C-11. 
Control to No-control Annual Mean TSP Concentra
tions, by Monitored County. 

N
um

be
r 

of
 C

ou
nt

ie
s 

Distribution of Estimated Ratios for 1990 

Ideally, large-scale photochemical grid models — 
such as the Urban Airshed Model (UAM)— would 
be used to develop control and no-control scenario 
estimates for ozone concentrations in rural and urban 
areas. Such models provide better representations of 
the effects of several important factors influencing air 
quality projections such as long-range atmospheric 
transport of ozone. However, the substantial comput
ing time and data input requirements for such models 
precluded their use for this study.13  Instead, three sepa-

12 See SAI PM Report (1995), p. 5-9.


13 For a description of the extensive data inputs required to operate UAM, see SAI Ozone Report (1995), p. 1-1.


C-18




Al bany, NY Fort Wayne, IN Owensboro, K Y 
Albuquerque, NM Grand Rapids, MI Parkersburg, WV 
Al lentown, P A-NJ Greeley, CO Pascagoula, MS 
Altoona, P A Green Bay, WI Pensacola, FL 
Anderson, IN Greensboro, NC Peoria, IL 
Appleton, WI Greenvill e, SC Phi ladelphia, PA 
Asheville, NC Harrisburg, PA Phoenix, AZ 
At lanta, GA Hartford, CT Portland, O R 
At lantic City, NJ Houst on, T X Portsmouth, N H 
Auburn, M E Huntington, WV-KY Raleigh, NC 
Augusta, GA-SC Huntsville, AL Reading, PA 
Austin, TX Indianapolis, IN Reno, NV 
Baltimore, MD Iowa City, IA Richmond, VA 
Baton Rouge, LA Jackson, MS Roanoke, VA 
Beaumont, T X Jacksonville, F L Rochester, NY 
Bellingham, WA Janesville Rock Co, WI Rockford, IL 
Billings, MT Johnson City, TN-VA Sacramento, CA 
Birmingham, AL Johnstown, PA Sa lt Lake City, UT 
Boston, MA Kansas City, MO San Antonio, TX 
Boulder, CO Knoxville, T N San Diego, CA 
Canton, O H Lafayette, IN San Francisco, CA 
Cedar Rapids, IA Lafayette, LA San Joaquin Valley, CA 
Champaign, IL Lake Charles, LA Santa Barbara, CA 
Charleston, SC Lancaster, PA Sarasota, FL 
Charleston, WV Lansing, MI Scrant on, P A 
Charlotte, NC Las Cruces, N M Se attle, WA 
Chattanooga, T N-GA Las Vegas, NV Sheboygan, WI 
Chicago, IL Lexington, KY Shreveport, LA 
Cincinnati, OH Lima, OH South Bend, IN 
Cleveland, OH Lit tle Rock, AR Springfield, IL 
Colorado Springs, CO Longview, TX Springfield, MO 
Columbia, SC Los Angeles, CA Springfield, OH 
Columbus , GA-AL Louisvi lle, KY St Louis, MO 
Columbus, OH Lynchburg, VA Steubenvil le, OH-W V 
Corpus Christi, TX Medford, OR Syracuse, NY  
Cumberland, MD -WV Memphis, TN Tall ahassee, FL 
Dal las, T X Miami, FL Tampa, FL 
Davenport, IA-IL Minneapoli s, MN-WI Terre Haute, IN 
Decatur, IL Mobile, A L Toledo, OH 
Denver, CO Monroe, LA Tucson, AZ 
Detroit, MI Montgomery, AL T ulsa, OK 
El Paso, TX Nashville, T N Utica-Rome, NY 
Erie, P A Ne w Orleans, LA Ventura County, CA 
Eugene, OR Ne w York, NY Vi ctoria, TX 
Evansvil le, IN Norfolk, VA Washington, DC 
Fayet tevil l e, NC Oklahoma City, OK Wheeling, WV-OH 
Fl int, MI Omaha, NE-IA Wichita, KS 
Fort Coll ins , CO Orange Co, CA York, PA 
Fort Smith, AR-OK Orlando, FL Youngsto wn, O H-PA 

Appendix C: Air Quality Modeling 

Table C-12.  Urban Areas Modeled with OZIPM4. 
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rate modeling efforts were conducted to provide ur- run for 147 urban areas. Table C-12 lists the urban

ban and rural ozone profiles for those areas of the lower areas modeled with OZIPM4. Although it requires

48 states in which historical ozone changes attribut- substantially less input data than UAM, the OZIPM4

able to the Clean Air Act may be most significant. model provides reasonable evaluations of the relative


reactivity of ozone precursors and ozone formation

First, for urban areas the Ozone Isopleth Plotting mechanisms associated with urban air masses.14  Three


with Optional Mechanisms-IV (OZIPM4) model was to five meteorological episodes were modeled for each


14 See SAI Ozone Report (1995), p. 1-1. 
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C-20

of the 147 urban areas; and for each of these, four
model runs were performed to simulate the 1980 and
1990 control and no-control scenarios. The outputs of
these model runs were peak ozone concentrations for
each of the target year-scenario combinations. The
differentials between the control and no-control sce-
nario outputs were averaged over meteorological epi-
sodes and then applied to scale up historical air qual-
ity at individual monitors to obtain no-control case
profiles. As for the other pollutants, the control sce-
nario profiles were derived by fitting statistical distri-
butions to actual historical data for individual moni-
tors.

Second, the 15-layer RADM runs for 1980 and
1990 were used to estimate the relative change in ru-
ral ozone distributions for the eastern 31 states. In ad-
dition, a limited number of 20-km grid cell high-reso-
lution RADM runs were conducted to benchmark the

15-layer, 80-km RADM median ozone response and
to estimate high ozone response. The relative changes
in modeled median and 90th percentile rural ozone
were then assumed to be proportional to the changes
in, respectively, the median and 90th percentile ozone
concentrations. The domain of the high-resolution
RADM is shown in Figure C-4 and the general RADM
domain is shown in Figure C-12.

Finally, the SARMAP Air Quality Model
(SAQM) was run for EPA by the California Air Re-
sources Board (CARB) to gauge the differences in
peak ozone concentrations in key California agricul-
tural areas for 1980 and 1990. No-control profiles were
developed for ozone monitors in these areas by as-
suming the relative change in peak ozone concentra-
tion also applies to the median of the ozone distribu-
tion. The domain of the SAQM is shown in Figure C-
12.
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Figure C-12. RADM and SAQM Modeling Domains, with Rural Ozone Monitor Locations.
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Monitors Counties 

1 1 

467 240 

791 415 

719 415 

834 477 

Appendix C: Air Quality Modeling 

Control scenario ozone profiles 

For ozone, air quality profiles were developed 
from historical AIRS data and calculated for individual 
monitors based on 1, 2, 6, 12, and 24 hour averaging 
times. Profiles based on the daily maximum concen
trations for these averaging times were also calculated. 
Given the significance of seasonal and diurnal ozone 
formation, twelve separate profiles of hourly ozone 
distributions were also developed for six 2-month 
periods and for daytime and nighttime hours. The 
2-month periods are January-February, March-April, 
and so forth. The diurnal/nocturnal profiles are divided 
at 7 A.M. and 7 P.M. Local Standard Time. All of 
these profiles are based on constructing 1, 2, 6, 12, 
and 24-hour moving average profiles from the hourly 
ozone data from each monitor.15  A two-parameter 
gamma distribution is then fitted to characterize each 
of these air quality profiles.16  The functional form of 
the gamma distribution, the basis for deriving the 
monitor-specific values for mean and variance, and 
an analysis of the goodness of fit to the data are pre
sented in the SAI Ozone Report (1995). 

Table C-13 summarizes the ozone monitoring data 
used as the basis for the control scenario profiles. The 
distribution of these monitors among urban, subur-

Table C-13. Summary of Ozone Monitoring 
Data. 

Data Source:  SAI Ozone Report (1995). 

ban, and rural locations is presented in Table C-2 of 
the SAI Ozone Report (1995). 

Given the substantial number of alternative air 
quality profiles for ozone, approximately 20 high-den
sity disks are required to hold the profiles, even in 
compressed data format. Resource limitations there-
fore preclude general distribution of the actual pro-
files. As discussed in the caveats and uncertainties 
subsection below, however, the substantial uncertain-
ties associated with model results for any given area 
preclude application of these profiles in contexts other 
than broad-scale, aggregated assessments such as the 
present study. The historical ozone monitoring data 
used as the basis for this study are, nevertheless, avail-
able through EPA’s Aerometric Information Retrieval 
System (AIRS). 

No-control scenario ozone profiles 

The specific modeling methodologies for the 
OZIPM4 runs —including emissions processing, de
velopment of initial and boundary conditions, meteo
rological conditions, simulation start and end times, 
organic reactivity, and carbon fractions— are de-
scribed in detail in the SAI Ozone Report (1995). 
Assumptions and modeling procedures not otherwise 
described in the SAI report were conducted in accor
dance with standard EPA guidance.17 

Similarly, the RADM modeling methodology 
used to estimate changes in day-time rural ozone dis
tributions in the eastern 31 states are described in de-
tail in the RADM Report (1995). The referenced re-
port also provides complete citations of the literature 
associated with development, standard application 
procedures, and evaluation of RADM by the National 
Acid Precipitation Assessment Program (NAPAP). 

To derive the no-control scenario results for key 
California agricultural areas, the California Air Re-
sources Board and US EPA’s Region 9 office agreed 
to conduct three runs of the SAQM. For the 1990 con
trol scenario, the 1990 SARMAP base case scenario 
adopted for California State Implementation Plan 
modeling was adopted.18  Derivation of 1990 

Year 
Number of 
Monitors 

Number of 
Counties 

1970 1 1 

1975 467 240 

1980 791 415 

1985 719 415 

1990 834 477 

15 For the nighttime profiles, only 1, 2, 6, and 12-hour averaged concentrations are derived. 

16 Normal and lognormal distributions were also developed and tested for goodness of fit; however, the gamma distribution provided 
a better representation of the concentration distribution. See SAI Ozone Report (1995), page 4-2. 

17 US EPA, Office of Air Quality Planning and Standards, “Procedures for Applying City-Specific EKMA,” EPA-450/4-89-012, 1989. 

18 Documentation of the SARMAP Air Quality Model and the SARMAP 1990 base case can be found in the SAQM references listed 
at the end of this appendix. 
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Category to 1990 Con trol  Rati o 1990 Control  Ratio 1990 Control  Ratio 

Mobile 1.344 1.955 3.178 

Area 0.820 0.901 1.106 

Point 1.284 1.439 1.232 

Mobile 1.042 1.148 1.677 

x Area 0.731 0.738 1.058 

Point 0.987 1.339 1.159 

The Benefits and Costs of the Clean Air Act, 1970 to 1990 

no-control and 1980 control and no-control scenarios 
was based on adjusting the aggregate mobile, point, 
and area source VOC and NO emissions associated 

x 

with each of these cases. For example, the 1980 
no-control results were derived by, first, multiplying 
the 1990 SARMAP base case mobile source VOC 
emissions by the ratio of 1980 no-control scenario to 
1990 control scenario mobile source VOC emissions 
derived for the present study. Similar adjustments were 
made for point and area sources, and for NO

x
. The 

SAQM was then re-run holding fixed all other condi
tions associated with the 1990 SARMAP base case, 
including meteorology, activity patterns, and other 
conditions. The specific emission ratios used to modify 
the 1990 SARMAP base case are presented in Table 
C-14. The ratios themselves were derived by adding 
on-highway and off-highway emissions to represent 
the mobile source category; adding utility, industrial 
process, and industrial combustion emissions to rep
resent point sources; and using commercial/residen

results. This is because OZIPM4 provides only the 
maximum hourly ozone concentration. However, to 
estimate all the various physical consequences of 
changes in ambient ozone concentrations, the current 
study requires estimation of the shift in the entire dis
tribution of ozone concentrations. Since it is daytime 
ozone season concentrations which are most sensi
tive to changes in VOC and NO

x
 emissions, the pre

dicted shifts in the most important component of the 
ozone concentration distribution are reasonably well-
founded. The method adopted for this analysis in
volved applying the no-control to control peak con
centration ratio to all concentrations in the distribu
tion down to a level of 0.04 ppm. The 0.04 ppm level 
is considered at the high end of hypothetical ambient 
ozone concentrations in the absence of all anthropo
genic ozone precursor emissions. A ratio of 1.0 is used 
for ozone concentrations at or near zero. The method
ology is described in more detail in the SAI Ozone 
Report (1995) on page 4-6. 

Table C-14.  Apportionment of Emissions Inventories for SAQM Runs. 

Source 
Category 

1980 Control 
to 1990 Con trol  Rati o 

1980 No-Control to 
1990 Control  Ratio 

1990 No-Control to 
1990 Control  Ratio 

VOC 

Mobile 1.344 1.955 3.178 

Area 0.820 0.901 1.106 

Point 1.284 1.439 1.232 

NOx 

Mobile 1.042 1.148 1.677 

Area 0.731 0.738 1.058 

Point 0.987 1.339 1.159 

tial emissions to represent area sources. The no-control 
scenarios were then derived by adjusting the peak and 
median of the control scenario ozone distribution 
based on the ratio of SARMAP-predicted peak ozone 
concentrations under the control and no-control sce
narios. 

The relative results of the control and no-control 
scenario runs of the OZIPM4, RADM, and SAQM 
models were then used to derive the no-control case 
air quality profiles. For the urban monitors relying on 
OZIPM4 results, only ozone-season daytime concen
trations could be calculated directly from OZIPM4 

Estimating changes in rural ozone concentrations 
is required primarily for estimating effects on agri
cultural crops, trees, and other vegetation. For this 
reason, only the differences in daytime, growing sea-
son ozone concentrations are derived for the present 
study. As described in detail in the SAI Ozone Report 
(1995) on page 4-7, the no-control rural ozone pro-
files are calculated by, first, taking the ratio of the 
average daytime growing season ozone concentrations 
simulated by RADM or SAQM (whichever is relevant 
for that monitor). The ratio of no-control to control 
scenario average ozone concentration is then applied 
to all the hourly concentrations from that monitor. 
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Profiles based on 1, 2, 6, 12, and 24-hour averages 
are then calculated for the control case; and averages 
for daytime hours are calculated for the no-control 
case.19  Even though the control and no-control sce
nario off-season profiles are held constant, profiles 
for the no-control scenario are developed for all 
months of the year since the ozone season varies 
throughout the country. 

Summary differences in ozone air 
quality 

Figure C-13 presents a summary of the results of 
the 1990 OZIPM4 results for all 147 of the modeled 
urban areas. Specifically, the graph depicts a fre
quency distribution of the ratio of control to no-control 
scenario peak ozone. While the vast majority of simu
lated peak ozone concentration ratios fall below 1.00, 
eight urban areas show lower simulated peak ozone 
for the no-control scenario than for the control sce
nario. For these eight urban areas, emissions of pre-
cursors were higher under the no-control scenario; 
however, the high proportion of ambient NOx com
pared to ambient non-methane organic compounds 
(NMOCs) in these areas results in a decrease in net 
ozone production when NOx emissions increase. Fig
ures C-14 and C-15 present frequency distributions 
for control to no-control ratios of average ozone-sea-
son daytime ozone concentrations at rural monitors 
as simulated by RADM and SAQM, respectively. 

These figures indicate that, by 1990, no-control 
scenario ozone concentrations in the modeled areas 
would have been generally higher in both urban and 
rural areas. Rural area concentrations differences are 
not as great as urban area differences due to (a) the 
differentially greater effect of CAA emission controls 
in high population density areas, and (b) potential dif
ferences in the models used for urban and rural areas. 

Ozone reductions in both rural and urban areas 
projected in this analysis are not as proportionally large 
as the estimated reductions in emissions of ozone pre-
cursors for at least four reasons. First, current knowl
edge of atmospheric photochemistry suggests that 
ozone reductions resulting from emissions changes 
will be proportionally smaller than the emissions re
ductions. Second, biogenic emissions of VOCs, an 
important ozone precursor, are significant and are held 
constant for the control and no-control scenarios of 
this analysis. Biogenic emissions are important be-
cause they contribute roughly half of the total 

19 The no-control scenario nighttime profiles are assumed to be the same as the control scenario profiles. 
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(manmade plus natural) VOC emissions nationwide. it is important to consider the central purpose of the 

Due to this abundance of VOC loading and the inher- present study, which is to develop a reasonable esti

ent nonlinearity of the ozone-precursor response sys- mate of the overall costs and benefits of all historical 

tem,20  historical reductions in anthropogenic VOC Clean Air Act programs. All analyses are based on 

emissions can yield minimal reductions in ozone, es- relative modeled results, and ratios of the model pre

pecially in rural environments. Third, this rural effect dictions for the control and no-control scenarios, rather 

also influences urban areas receiving substantial ozone than the absolute predictions. As a result of this, the 

transported in from surrounding areas. Consequently, effect of any bias in the model predictions is greatly 

the effect of emission controls placed in urban areas reduced due to partial cancellation.


often is reduced since much of the urban area ozone

is imported. Thus, the problem is truly regionalized Additional uncertainty is contributed by other


given the importance of transport, biogenic emissions limitations of the models, the supporting data, and the 

and associated urban-rural interactions, all contribut- scope of the present analysis. Relying on linear inter

ing toward a relatively non-responsive atmospheric polation between 1970 and modeled 1980 results to 

system.21  Finally, physical process characterizations derive results for 1975, and between modeled results 

within OZIPM4 are severely limited and incapable of for 1980 and 1990 to derive results for 1985, clearly 

handling transport, complex flow phenomena, and adds to the uncertainty associated with the RADM-

multi-day pollution events in a physically realistic based rural ozone estimates. Assuming that changes 

manner. Consequently, it is possible that the OZIPM4 in peak concentration predicted by OZIPM4 and 

method used herein produces negative bias tenden- SAQM can be applied to scale hourly ozone values 

cies in control estimations. Additional discussion of throughout the concentration distribution also contrib

uncertainties in the ozone air quality modeling is pre- utes to uncertainty. Resource and model limitations


sented in the following section. also required that night-time ozone concentrations be

held constant between the scenarios. This leads to an


Key caveats and uncertainties for ozone underestimation of the night-time component of ozone

transport. Finally, changes in rural ozone in areas not


There are a number of uncertainties in the overall covered by RADM or SAQM could not be estimated. 

analytical results of the present study contributed by As a result, potentially significant changes in ambi

the ozone air quality modeling in addition to the po- ent ozone in other major agricultural areas, such as in 

tential systematic downward bias discussed above. the mid-west, could not be developed for this analy-

First, there are substantial uncertainties inherent in any sis. The Project Team considered using an emissions 

effort to model ozone formation and dispersion. These scaling (i.e., a roll-back) modeling strategy to develop 

uncertainties are compounded in the present study by crude estimates of the potential change in rural ozone 

the need to perform city-specific air quality modeling concentrations in monitored areas outside the RADM 

using OZIPM4, which is less sophisticated than an and SAQM domains. However, the Project Team con-

Eulerian model such as the Urban Airshed Model. cluded that such estimates would be unreliable due to 

However, while the absolute ozone predictions for any the nonlinear effect on ozone of precursor emission 

given urban area provided by OZIPM4 may be quite changes. Furthermore, the team concluded that 

uncertain, the process of aggregating results for a num- baseline levels of ozone and changes in precursor 

ber of cities and meteorological episodes should sig- emissions in these areas are relatively low. The deci

nificantly reduce this uncertainty.22  Urban areas for sion not to spend scarce project resources on estimat

which ozone changes may be overpredicted are offset ing ozone changes in these rural areas is further sup-

to some degree by urban areas for which the change ported by the relatively modest change in rural ozone 

in ozone concentrations may be underpredicted. In concentrations estimated within the RADM and 

weighing the significance of this source of uncertainty, SAQM domains. 

20 Nonlinear systems are those where a reduction in precursors can result in a wide range of responses in secondary pollutants 
such as ozone. Ozone response often is “flat” or nonresponsive to reductions of VOCs in many rural areas with significant natural 

x
VOC emissions. Also, ozone can increase in response to increases in NO  emissions in certain localized urban areas. 

21 Both the 1990 CAA and EPA’s and the National Academy of Science’s Section 185B Report to Congress recognized the 
consequences of biogenics, transport and the need to conduct regionalized assessments, as reflected in organizational structures such 
as the Ozone Transport Commission and the North American Research Strategy for Tropospheric Ozone (NARSTO). 

22 Note that aggregating individual urban area results may reduce the effect of uncertainty in individual city projections (i.e., 
overestimated cities would offset underestimated cities). However, aggregation of individual urban area results would not reduce 
potential errors caused by systematic biases which arise due to, for example, misestimated emissions inventories. 
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Visibility 

Two separate modeling approaches were used to 
estimate changes in visibility degradation in the east-
ern and southwestern U.S. These are the two regions 
of the coterminous U.S. for which Clean Air Act pro-
grams were expected to have yielded the most sig
nificant reductions in visibility degradation. Visibil
ity changes in the eastern 31 states were estimated 
based on the RADM/EM results for sulfates; and 
changes in visibility in 30 southwestern U.S. urban 
areas were calculated using a linear emissions scaling 
approach. Despite the potential significance of Clean 
Air Act-related visibility changes in southwestern U.S. 
Class I areas, such as National Parks, resource limita
tions precluded implementation of the analysis 
planned for these areas. 

The RADM/EM system includes a post-proces
sor which computes various measures of visibility 
degradation associated with changes in sulfate aero-
sols.23  The basic approach is to allocate the light ex
tinction budget for the eastern U.S. among various 
aerosols, including particulate sulfates, nitrates, and 
organics. The change in light extinction from sulfates 
is provided directly by RADM, thereby reflecting the 
complex formation and transport mechanisms asso
ciated with this most significant contributor to light 
extinction in the eastern U.S. Nitrates are not estimated 
directly by RADM. Instead, RADM-estimated con
centrations of nitric acid are used as a surrogate to 
provide the basis for estimating changes in the par
ticulate nitrate contribution to light extinction. The 
organic fractions were held constant between the two 
scenarios. Standard outputs include daylight distribu
tion of light extinction, visual range, and DeciViews24 

for each of RADM’s 80-km grid cells. For the present 
study, the RADM visibility post-processor was con-
figured to provide the 90th percentile for light extinc
tion and the 10th percentile for visual range to repre
sent worst cases; and the 50th percentile for both of 
these to represent average cases. More detailed docu

mentation of the RADM/EM system and the assump
tions used to configure the visibility calculations are 
presented in the RADM Report (1995). 

To estimate differences in control and no-control 
scenario visibility in southwestern U.S. urban areas, 
a modified linear rollback approach was developed 
and applied to 30 major urban areas with population 
greater than 100,000.25  For each of the 30 urban cen
ters, seasonal average 1990 air quality data was com
piled for key pollutants, including NO

2
 and PM

10
, con

tributing to visibility degradation in southwestern U.S. 
coastal and inland cities. PM

10
 was then speciated into 

its key components using city-specific annual aver-
age PM

10
 profile data. After adjusting for regional — 

and for some species, city-specific— background lev
els, concentrations of individual light-attenuating spe
cies were scaled linearly based on changes in emis
sions of that pollutant or a proxy pollutant.26  Using 
the same approach used for the 1993 EPA Report to 
Congress on effects of the 1990 Clean Air Act Amend
ments on visibility in Class I areas, light extinction 
coefficients for each of these species were then mul
tiplied by their respective concentrations to derive a 
city-specific light extinction budget.27  This process 
was repeated for pre-1990 control and all no-control 
scenarios by scaling 1990 results by the relative change 
in annual county-level emissions of SO

x
, NO

x
, and 

PM. Based on the city-specific light extinction bud-
get calculations, measures for total extinction, visual 
range, and DeciView were calculated for each sce
nario and target year. 

Control scenario visibility 

Unlike the other air quality conditions addressed 
in the present study, modeled visibility conditions are 
used as the basis for the control scenario rather than 
actual historical conditions. However, like the other 
air quality benefits of the historical Clean Air Act, it 
is the differences between modeled visibility outcomes 
for the control and no-control scenarios which are used 

23 A complete discussion, including appropriate references to other documents, of the RADM and RADM/EM modeling 
conducted for the present study is presented in the subsection on acid deposition earlier in this appendix. 

24 The DeciView Haze Index (dV) is a relatively new visibility indicator aimed at measuring visibility changes in terms of human 
perception. It is described in detail in the SAI SW Visibility Report (1994), pp. 4-2 to 4-3. See also Pitchford and Malm (1994) for 
the complete derivation of the DeciView index. 

25 Complete documentation of the linear scaling modeling, speciation methodologies, spatial allocation of emissions, and other 
data and assumptions are provided by the SAI SW Visibility Report (1994). 

26 For example, sulfate (SO
4
) concentrations were scaled based on changes in sulfur oxide (SO

x
) emissions. 

27 The term “light extinction budget” refers to the apportionment of total light attenuation in an area to the relevant pollutant 
species. 
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to estimate visibility benefits. Nevertheless, 1990 ab
solute levels of eastern U.S. visibility predicted by 
RADM under the control scenario are presented in 
Figure C-16 to provide a sense of initial visibility con
ditions. 

For the southwestern urban areas, 1990 control 
scenario annual average light extinction budget, vi
sual range, and DeciView conditions are listed in Table 
C-15. These 1990 results are presented to give the 
reader a sense of the initial visibility conditions in 
absolute, albeit approximate, terms. 

No-control scenario visibility 

The no-control scenario visibility results for the 
eastern U.S. area covered by RADM are presented in 
Figure C-17. No-control scenario 1990 outcomes for 
the 30 southwestern U.S. urban areas are presented in 
Table C-16. 

Summary differences in visibility 

DeciView Haze Index 

The DeciView Haze Index (dV) has recently been 
proposed as an indicator of the clarity of the atmo
sphere that is more closely related to human percep
tion than visual range (VR) or total extinction (bext) 
(Pitchford and Malm, 1994). It is defined by the equa
tion: 

bextdV = 10 1ne (–––) (2)10 

where: 

bext =	 total extinction in inverse megameters 
(Mm-1) 

This index has the value of approximately 0 when 
the extinction coefficient is equal to the scattering 
coefficient for particle-free air (Rayleigh scattering) 
and increases in value by approximately one unit for 
each 10 percent increase in bext. Since the apparent 
change in visibility is related to the percent change in 
bext (Pitchford et al., 1990), equal changes in dV cor
respond to approximately equally perceptible changes 
in visibility. Recent research indicates that, for most 
observers, a “just noticeable change” in visibility cor
responds to an increase or decrease of about one to 
two dV units. 

Figure C-16. 
Expressed in Annual Average DeciView, for Poor Visibility 
Conditions (90th Percentile Under the Control Scenario. 

Figure C-17. 
Expressed in Annual Average DeciView, for Poor Visibility 
Conditions (90th Percentile Under the No-control Scenario. 

RADM-Predicted Visibility Degradation, 

RADM-Predicted Visibility Degradation, 
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Da ta Sour ce: SAI SW Visibil ity Report (1994). 

Dat a So urce: SAI SW Vis ib i li ty R eport (1 994 ). 
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Table C-15. 1990 Control Scenario Visibility Table C-16. 1990 No-control Scenario Visibility  Conditions for 
Conditions for 30 Southwestern U.S. Cities. 30 Southwestern U.S. Cities. 

City Ligh t 
Extin ction 
Budg et (b, 

Mm - 1  ) 

Vi su al 
Ra nge 
(km) 

De ci 
Vi ew 
(d V) 

Lo s Angeles, CA 197. 6 15.2 29.8 

San Be rnardin o, CA 201. 7 14.9 30.0 

Rive rside, CA 208. 3 14.4 30.4 

An aheim, CA 170. 1 17.6 28.3 

Ve ntura, CA 113. 3 26.5 24.3 

San Diego, C A 126. 9 23.6 25.4 

Santa Barbara, CA 112. 8 26.6 24.2 

Ba kersfie ld, CA 215. 1 13.9 30.7 

Fre sno, CA 211. 7 14.2 30.5 

Mod esto, CA 148. 8 20.2 27.0 

Stockton, CA 153. 1 19.6 27.3 

San Fra nc isco, CA 120. 8 24.8 24.9 

Oa kland, CA 117. 5 25.5 24.6 

San Jose , CA 154. 6 19.4 27.4 

Mon terey, CA  84.7 35.4 21.4 

Sacramento,  CA 119. 1 25.2 24.8 

Re dding, C A  83.2 36.1 21.2 

Re no, NV 147. 4 20.3 26.9 

Las Ve gas, NV 157. 9 19.0 27.6 

Salt  La ke City, UT 117. 5 25.5 24.6 

Prov o, UT 107. 8 27.8 23.8 

Fort Coll ins, CO  80.7 37.2 20.9 

Gree le y, CO  84.2 35.6 21.3 

De nver, CO 153. 4 19.6 27.3 

Colorad o Springs,
CO 

83.3 36.0 21.2 

Pue blo,  CO  88.1 34.1 21.8 

Alb uque rqu e, NM  91.1 32.9 22.1 

El Paso, TX 109. 3 27.5 23.9 

Tucson, AZ  85.6 35.0 21.5 

Phoenix, AZ 125. 3 23.9 25.3 

De nver, CO 

Colorad o Springs,
CO 

Phoenix, AZ 125. 3 23.9 25.3 

City Ligh t Extinctio n 
Budg et (b, Mm- 1  ) 

Vi su al 
Range (km ) 

De ciVi ew 
(d V) 

Lo s Angeles, CA 333. 4 9. 0 35.1 

San Be rnardin o, CA 337. 3 8. 9 35.2 

Riverside, CA 343. 2 8. 7 35.4 

An aheim, C A 286. 3 10.5 33.5 

Ve ntura, C A 194. 8 15.4 29.7 

San Diego, CA 210. 1 14.3 30.4 

Santa Barbara, CA 183. 2 16.4 29.1 

Bakersfield, CA 356. 4 8. 4 35.7 

Fre sno, CA 349. 0 8. 6 35.5 

Mod esto, CA 240. 1 12.5 31.8 

Stockton, CA 248. 1 12.1 32.1 

San Fra nc isco, CA 197. 3 15.2 29.8 

Oa kland, CA 188. 6 15.9 29.4 

San Jose , CA 253. 0 11.9 32.3 

Mon terey, CA 141. 4 21.2 26.5 

Sacramento,  CA 189. 2 15.9 29.4 

Re dding, CA 128. 6 23.3 25.5 

Reno, NV 416. 6 7. 2 37.3 

Las Ve gas, NV 643. 8 4. 7 41.6 

Salt  La ke City, UT 185. 8 16.1 29.2 

Prov o, UT 159. 0 18.9 27.7 

Fort Coll ins, CO 191. 2 15.7 29.5 

Gr ee le y, CO 117. 0 25.6 24.6 

De nver, CO 284. 4 10.5 33.5 

Colorad o Springs,  CO 175. 8 17.1 28.7 

Pue blo,  CO 299. 9 10.0 34.0 

Alb uquerqu e, NM 175. 8 17.1 28.7 

El Paso, TX 276. 3 10.9 33.2 

Tucson, AZ 272. 2 11.0 33.0 

Phoenix, AZ 429. 5 7. 0 37.6 

Ligh t Extinctio n 
Budg et (b, Mm- 1  ) 

Vi su al 
Range (km ) 

De ciVi ew 
(d V) 

Phoenix, AZ 429. 5 7. 0 37.6 

Data Source: SAI SW Visibi li ty Report (1994). 

Data Source: SAI SW Visibil ity Report (1994). 
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Both VR and dV are measures of the value of b 
ext 

at one location in the atmosphere. Both are unaffected 
by the actual variability of the compositions and illu
mination of the atmosphere, so neither is closely linked 
to the human perception of a particular scene. The 
isolation of these parameters from site-specific varia
tions and temporal fluctuations of the atmospheric il
lumination increases their usefulness for comparing 
the effects of air quality on visibility across a range of 
geographic locations for a range of time periods. Each 
parameter attempts to scale the b

ext
 data so that changes 

in air quality can be used to provide an indication of 
changes in the human perception of a scene. 

Modeling Results 

The differences in modeled 1990 control and 
no-control scenario visibility conditions projected by 
the RADM/EM for the eastern U.S. are presented in 
Figure C-18. The map shows the percent increase in 
modeled annual average visibility degradation under 
poor conditions for 1990 when moving from the con
trol to the no-control scenario. The results indicate 
perceptible differences in visibility between the con
trol and no-control scenario throughout the RADM 
domain. The relatively large increase in visibility im
pairment in the Gulf Coast area is a reflection of the 

Figure C-18. 
Degradation, Expressed in Annual Average DeciView, 
for Poor Visibility Conditions (90th Percentile) Under the 
No-control Scenario. 

RADM-Predicted Increase in Visibility 

significant increases in 1990 sulfate concentrations 
associated with the no-control scenario. (See the ear
lier discussion of effects in this region in the sections 
dealing with acid deposition.) 

The differences in modeled 1990 control and 
no-control scenario visibility conditions in the 30 
southwestern U.S. urban areas projected by linear roll-
back modeling are presented in Table C-17. When 
reviewing these visibility degradation differentials for 
the 30 southwestern U.S. urban areas, it is important 
to consider that while estimated differences in visual 
range were in many cases very large, changes in the 
DeciView Haze Index (dV) may be relatively small. 
This is because the perception of visibility degrada
tion measured by dV may be small when baseline vis
ibility is high.28  Even so, the results indicate that, by 
1990, visibility in southwestern U.S. urban areas 
would be noticeably worse under the no-control sce
nario. 

Key caveats and uncertainties for 
visibility 

There are several sources of uncertainty in the 
RADM and southwestern U.S. linear scaling model 
analyses. For RADM, the use of nitric acid as a surro

gate for estimating changes in light-attenuating ni
trate particles ignores the interaction effects of ni
trates, sulfates, and ammonia. As a result, increases 
in nitrates may be overestimated by the model when 
both sulfates and nitric acid increase. However, the 
significance of this potential overestimation is miti
gated to some extent by the relative insignificance 
of nitrate-related visibility degradation relative to 
sulfates which prevails in the eastern U.S. 

Several important uncertainties in the south-
western U.S. urban area visibility analysis are de-
scribed in detail in the SAI SW Visibility Report 
(1994). First, the need to use seasonal average con
ditions leads to underestimation of extreme visibil
ity impairment episodes associated with high hu
midity, since particle growth due to water absorp
tion is highly nonlinear. Second, although the use 
of city-specific light extinction and PM speciation 
data is significantly better than reliance on regional 
averages, uncertainties in city-specific data may 
contribute to overall uncertainty in the estimates. 
However, overall uncertainty associated with these 
factors will be reduced to some extent since over-
estimation of visibility degradation in some cities 

28 See SAI SW Visibility Report (1994), page 5-3. 

C-28




Visu al Rang e 
(% ) 

De ciVi ew 
(d V) 

Phoenix, AZ 243 -1 2 

Dat a Source: SAI SW Visibil it y  Report (1994). 
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will be offset by underestimations in other cities. Fi
nally, the linear scaling used to estimate the pre-1990 
control scenarios and the no-control scenarios was 
based on changes in county-wide or air basin emis
sions. Uncertainties associated with apportionment of 
state-wide emission changes to individual counties or 
air basins may contribute significantly to overall un
certainty in the visibility change estimates. Such ap
portionment is particularly difficult for SO

x 
emission 

changes, since emission reductions achieved by the 
Clean Air Act tended to be at relatively remote utility 
and smelter plants. However, sulfates are a relatively 
minor source of light attenuation in western urban 
areas. 

An important overall limitation of the visibility 
analysis conducted for the present study is that only 
southwestern urban areas and the eastern 31 states 
were included. The Clean Air Act may have contrib
uted toward significant reductions in visibility degra
dation in other areas. For example, Clean Air Act pro-
grams to reduce ambient particulate matter may have 
motivated reductions in silvicultural burning in some 
northwestern states. Perhaps the greatest deficiency 
in geographic coverage by the present study is the 
omission of visibility changes in Class I areas in the 
west. 

Table C-17. Summary of Relative Change in 
Visual Range and DeciView Between 1990 Control 
and No-control Scenario Visibility  Conditions for 
30 Southwestern U.S. Cities. 

Data Source: SAI SW Visibil ity  Report (1994). 

City Visu al Rang e 
(% ) 

De ciVi ew 
(d V) 

Lo s Angeles, CA  69  -5 

San Be rnardin o, CA  67  -5 

Riverside, CA  65  -5 

An aheim, C A  68  -5 

Ve ntura, C A  72  -5 

San Diego, CA  65  -5 

Santa Barbara, CA  62  -5 

Bakersfield, CA  66  -5 

Fre sno, CA  65  -5 

Mod esto, CA  61  -5 

Stockton, CA  62  -5 

San Fra nc isco, CA  63  -5 

Oa kland, CA  61  -5 

San Jose , CA  64  -5 

Mon terey, CA  67  -5 

Sacramento,  CA  59  -5 

Re dding, CA  55  -4 

Reno, NV 183 -1 0 

Las Ve gas, NV 308 -1 4 

Salt  La ke City, UT  58  -5 

Prov o, UT  48  -4 

Fort Coll ins, CO 137  -9 

Gr ee le y, CO  39  -3 

De nver, CO  85  -6 

Colorad o Springs,  CO 111  -7 

Pue blo,  CO 240 -1 2 

Alb uquerqu e, NM  93  -7 

El Paso, TX 153  -9 

Tucson, AZ 218 -1 2 

Phoenix, AZ 243 -1 2 
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